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A detailed analysis of the structure and dynamics of the crystal-melt interface region in silicon, modeled with
the Stillinger-Weber potential, is performed via molecular dynamics simulations. The focus is on the faceted
�111� crystal-melt interface, but properties of the rough �100� interface are also determined. We find an intrinsic
10-90 interface width of 0.681�0.001 nm for the coarse-grained density profile at the �111� interface and a
0.570�0.005 nm width at the �100� interface. Coarse-grained profiles of a suitably defined local order param-
eter are found to show a smaller width anisotropy between �111� and �100� interfaces while the order profiles
exhibit a 0.20–0.25 nm shift in position toward the crystal phase relative to the corresponding density profiles.
The structural analysis of the layer of melt adjacent to the �111� facet of the crystal finds ordered clusters with
average lifetimes of 16 ps, as determined from autocorrelations of time-dependent layer structure factors, and
cluster radii of gyration from 0.2 nm for the smallest cells to as large as 1.5 nm.
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I. INTRODUCTION

An important benchmark and key ingredient in the devel-
opment of theoretical models for the thermodynamic and ki-
netic properties of crystal-melt interfaces is the equilibrium
interfacial structure �1,2�. For atomically rough crystal-melt
interfaces, density-functional theories provide direct relation-
ships between the magnitudes and anisotropies of interfacial
free energies and mobilities, and the equilibrium widths of
suitably defined density profiles �e.g., �3,4��. Additionally,
for faceted crystal-melt interfaces, the nature and spatial ex-
tent of lateral ordering fluctuations, within the liquid interfa-
cial layers, can be expected to influence the dynamics of
terrace nucleation, and step growth kinetics �5�. Recent ad-
vances in electron microscopy and x-ray scattering tech-
niques have led to a growing number of experimental studies
devoted to the structural properties of solid-liquid interfaces.
These studies have demonstrated direct measurements of
density profiles, as well as the lateral short-range order in
liquid layers adjacent to crystals �2,6–11�. To date, such mea-
surements have focused primarily on studies of heteroge-
neous solid-liquid interface systems, i.e., systems where the
solid and liquid phases have distinctly different composi-
tions. Due to the significant challenges inherent in measuring
structural properties for compositionally homogeneous
crystal-melt interfaces, experimental data are much more
limited in this case, and the most detailed structural informa-
tion for this important class of solid-liquid interfaces contin-
ues to be provided by computer simulations �1,2�.

Simulation studies of elemental crystal-melt interface
structures have been mainly concerned with model hard-
sphere �12� and Lennard-Jones �13,14� systems, as well as a
few metal systems modeled by many-body interatomic po-
tentials �4,15� or ab initio molecular dynamics �16�. While

these studies have provided detailed insights, they have been
limited to systems with relatively simple crystal structures
�fcc or bcc�, where the interfaces are atomically rough, and
the properties are weakly anisotropic. By contrast, the under-
standing of crystal-melt interfaces for more complex crystal
structures with associated faceted crystal-melt interface ori-
entations, is far less developed. In the current work we em-
ploy molecular dynamics simulations in a detailed study of
the structural properties of crystal-melt interfaces in silicon,
modeled with the Stillinger-Weber �SW� potential �17�. This
work extends earlier studies of crystal-melt interfaces in SW
Si �18–20�, which have demonstrated that the potential cor-
rectly reproduces the faceted nature of the �111� interface,
and the atomically rough character of the �100� orientation.
This previous work thus highlights SW Si as a particularly
interesting model system for which the equilibrium structural
and dynamical properties of faceted and rough interfaces can
be compared for the same underlying interatomic potential.

The present work is motivated in part by our earlier mo-
lecular dynamics study of step growth kinetics at �111� vici-
nal interfaces in SW Si �21�. In the step growth work we
obtained values for the step mobilities which are substan-
tially higher than the predictions of classical theories. Fol-
lowing the work of Chernov �3,5�, we identified as a poten-
tially important factor contributing to the rapid step kinetics
the enhanced crystalline order in the interfacial melt region
adjacent to the crystalline terrace. Indeed, in the earlier work
of Abraham and Broughton �19,20�, the transition from solid
to liquid at the �111� facet was determined to be restricted to
one layer of melt at the interface, which qualitatively was
shown to display an increased degree of ordering due to the
presence of the crystalline facet. The current work explores
the static and dynamic properties of ordering fluctuations
within this �111� interfacial layer in greater detail. The spatial
and temporal extent of ordering fluctuations taking place in
the transitional layer, as well as adjacent layers, is deter-
mined by computing pair distribution functions, structure
factors, and time autocorrelation functions of instantaneous*dbuta@ucdavis.edu
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structure factors. In the process, we also perform a more
thorough analysis comparing other features of the interface
structure for the faceted �111� and atomically rough �100�
orientation. We thus extend the early computational studies
of �111� and �100� interfaces in SW Si by Landman et al.
�18� and Abraham and Broughton �19,20�. We go into sig-
nificantly more detail using new methods of interface analy-
sis �12� together with larger systems and longer simulation
times, which enable us to derive a more thorough under-
standing of the interface structure and dynamics, at a level
comparable to that which has been obtained in more recent
studies for hard-sphere �12�, Lennard-Jones �14�, and metal
�16� systems.

We continue the presentation in Sec. II by reviewing
briefly the method used for preparing the crystal-melt inter-
faces, already detailed in a previous paper �21�. The various
analysis techniques employed are also described in Sec. II.
The main results are presented and discussed in Sec. III. A
summary of the analysis concludes the report in Sec. IV.

II. COMPUTATIONAL METHOD AND ANALYSIS
TECHNIQUES

A. Molecular dynamics simulations

The Stillinger-Weber potential is a classical empirical po-
tential designed to describe the properties of silicon atoms in
solid and liquid phases �17�. In addition to two-body forces,
the SW potential contains three-body, angular terms, whose
main role is to guide the angle between bonds to the value
that it takes in the tetrahedral structure of diamond cubic
silicon, cos �=−1 /3. The work of Stillinger and Weber and
subsequent studies have shown that the SW potential pro-
vides a qualitatively appropriate model for structural and
thermodynamic properties of solid and liquid phases of sili-
con. Classical molecular dynamics �MD� algorithms in-
cluded in the parallel MD software LAMMPS �22� are em-
ployed in constructing and equilibrating crystal-melt
interfaces perpendicular to the �111� and �100� directions.
The interfaces are set up in a straightforward sequence of
steps detailed in a previous publication �21�.

Separate bulk crystal and liquid systems are prepared at
zero pressure and temperature just below the melting tem-
perature. The two phases are brought into contact and al-
lowed to relax briefly in an ensemble that allows the volume
to adjust in the direction normal to the interface �z� while
keeping the area of the interface Axy fixed �NAxypzT en-
semble�. In the final stage, the combined solid-melt system
reaches equilibrium coexistence under a constant energy and
volume �NVE� run. The coexistence temperature �melting
temperature� is found to be 1679 K for both the �111� and
�100� interfaces. The final size of the simulated systems, ex-
pressed as the volume Lx�nm��Ly�nm��Lz�nm�, is 8.19
�8.19�21.32 for the z= �100� system and 7.72�8.02
�18.63 for the z= �111� system. In terms of the zero-
pressure lattice constant a, the xy cross sections are 15a
�15a for the �100� system and 10�2a�6�6a for the �111�
system. The corresponding numbers of silicon atoms are
72 900 and 59 250, respectively, divided approximately
evenly between the coexisting solid and melt phases. Shown

in Fig. 1 are cross-sectional snapshots of the interfacial re-
gions of the resulting equilibrated systems for �111� and
�100� interfaces; the faceted nature of the flat �111� interface
versus the rough structure for �100� is clearly apparent in
these snapshots.

B. Analysis of density profiles

The density profile across the interface, n�z�= ���r��xy, is
computed simply as the average number of atoms in discrete
slices �bins� of thickness �z divided by the volume of the
slice, Axy�z. As discussed in detail by Davidchack and Laird
�12�, a careful analysis of the density profiles must take into
account the broadening of the profile due to equilibrium
melting and freezing taking place at the interfaces. This
broadening of the profiles is less of a concern in the case of
flat �faceted� interfaces, such as the �111� crystal-melt inter-
face in silicon, for which the net motion of the interface due
to melting and freezing at equilibrium is negligible. Our ap-
proach to dealing with the interface motion relies on calcu-
lations of the density profile �and associated profile widths�
individually for each configuration in the equilibrium
sample. The width of the density profile is then estimated as
the average of the widths determined from all configurations.

The average fine scale density profile across two �111�
crystal-melt interfaces, without corrections for artificial
broadening due to net interface displacements, is displayed
in Fig. 2. The bin size is 3 pm and the averaging is over
14 000 snapshots separated by 1 ps. The �100� interface is
rough and the broadening effect due to interface motion is
expected to be noticeable. The fine-grained profile �bin size

�111�

�100�

FIG. 1. �Color online� Snapshots of �111� �top� and �100� �bot-
tom� crystal-melt interface regions in silicon. The atom coordinates
are projected onto the plane of the page. The viewpoints, as defined

by the directions perpendicular to the page, are �101̄� and �010�,
respectively. The points representing the atoms are colored in pro-
portion to a local order parameter �Eq. �3��: from blue �dark gray�
for an order parameter value of 1 �order� to green �light gray� for a
value of 0 �no order�.
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FIG. 2. Fine-scale density profile n�z� in the �111� direction �z coordinate� of the melt-crystal-melt Si system at coexistence. The bin size
is 3 pm.
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FIG. 3. Fine-scale density profile n�z� in the �100� direction �z coordinate� of the melt-crystal-melt Si system at coexistence. The bin size
is 0.01 nm.
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10 pm� averaged over 23 500 configurations, covering
23.5 ns, is shown in Fig. 3.

A key parameter in the definition of the density profile
n�z�, and that of a profile in general, is the bin size �z. A
faithful representation of the spatial density fluctuations in
the crystal phase requires a value of �z much smaller than
the period of the fluctuations. For the systems analyzed here
values of �z between 1 and 10 pm have been used, suffi-
ciently small to capture fine density fluctuations on the scale
of a few angstroms. The drawback of the fine profile is that it
hides the larger-scale features of the crystal-melt interface
due to the inhomogeneous nature of the crystal. It is imme-
diately clear, however, that generating profiles with larger
bin sizes leads to inconsistent coarse profiles that depend on
the choice of bin size. A natural coarse-graining procedure is
based on nonuniform bins designed to match the widths of
the layers �or bilayers in the case of the �111� interface� in
the crystal phase and that of the density fluctuations in the
melt. The procedure is illustrated in Fig. 4 where the spacing
of the grid lines varies across the interface to match the
minima in the averaged fine-grained density profile. The grid
lines for the �111� system are positioned to encompass ap-
proximate bilayers both in the crystal and in the interface
region. An initial guess for the location of the grid lines is
refined by finding the minima of the locally smoothed pro-
file. Although the procedure is simple and can be automated,
it can become tedious if several profiles have to be analyzed.

Davidchack and Laird �12� devised an alternative solution
to the problem of generating coarse-grained profiles based on

a smoothing algorithm known as finite impulse response
�FIR�. The FIR method smooths over oscillations in the pro-
file by applying a moving, weighted average over the dis-
crete values of the fine scale profile. With the notation of
Davidchack and Laird, the FIR smoothed profile value for

bin n, f̄ n, becomes

f̄ n = �
k=−N

N

A exp�− k2/�2�fn+k, �1�

where fn is the value corresponding to bin n of the fine
profile, A is a normalization factor, and N and � are param-
eters that control the range of the weighted average used for
smoothing. While computationally straightforward, the FIR
approach still presents the user with a choice for the param-
eters N and �. Following Davidchack and Laird �12�, a
smoothness measure of the coarse-grained profile is defined
as

S = �
n

��2 f̄ n�2, �2�

where �2 f̄ n= f̄ n+1+ f̄ n−1−2 f̄ n. The choice for N and � is given
by the minimization of S. The smoothness measure corre-
sponding to the coarse-graining of the fine-scale density pro-
file of Fig. 2 is shown as a function of � in Fig. 5 for several
choices of N. A clear minimum of ln S can be identified for
every N value. The minima of ln S show a strong dependence
on N in the range N	250 but barely change beyond N
=300, suggesting an optimal choice N=300 and a corre-
sponding �=106 as the location of the minimum of S. Ap-
plying the FIR coarse-graining procedure with N=300 and
�=106 leads to the density profile displayed in Fig. 6, which
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FIG. 4. Illustration of the computation of the coarse-scale den-
sity profile n�z� using nonuniform bins that match the crystalline
layers and the density oscillations near the interface. �a� shows a
portion of the fine-scale density profile at the �111� crystal-melt
interface with the coarse-scale bins marked by dashed vertical lines.
The coarse-grained profile for the same region is displayed in �b�.
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FIG. 5. Logarithm of the smoothness function S computed for
filtered profiles obtained from the fine-scale profile of Fig. 2. The
six lines correspond to six values of the filter parameter N in the
range 150–400. Each line shows a clear minimum in the depen-
dence on the second filter parameter �.
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shows good agreement with the profile based on non-
uniform bins.

C. Analysis of structural order and dynamics

While the density profiles provide a picture of the distri-
bution of material at the interface, they say nothing about the
degree of local order at the interface. The degree of local
ordering around each atom can be quantified through a dis-
criminator function �also referred to below as an order pa-
rameter� designed to take a value of 0 for an atom in the
liquid phase and 1 for an atom that is surrounded by a perfect
tetrahedral structure. Given this minor constraint, there is a
fair degree of freedom in the choice of a discriminator func-
tion. We find one type of discriminator to be particularly
effective for the case of the Si crystal structure and its melt.
The discriminator is a modified version of the function used
by Morris et al. �23� for materials with an fcc crystal. Noting
that exp�iq ·rNN�=1 for any q vector with magnitude
4
�2 /a and orientation along one of the 12 nearest-neighbor
directions of the fcc structure and any nearest-neighbor bond
vector rNN of the diamond structure, we write a discriminator
function ��i� for atom i as

��i� = 	 1

ZNq
�
q

�
j=1

Z

exp�− iq · r j�	2

, �3�

where Z is the number of atoms j found in a sphere of radius
0.3 nm surrounding atom i �approximately halfway between
the first and second shells of neighbors in the crystal� and
Nq=6 counts one vector from each of the six pairs of anti-
parallel q vectors described above. By design, ��i�=1 if the
atom i has four other atoms positioned at the exact locations
of the four nearest neighbors of an atom in a perfect diamond
cubic crystal and ��i�
0 for an atom in the melt phase.
Intermediate values of ��i�, between 0 and 1, cover the vari-
ous degrees of local order and disorder present in the system.
Profiles of the discriminator function are computed in a
straightforward manner. Rather than counting the number of
atoms in each bin, as is done in computing the density pro-
files, we sum the discriminator values of all the atoms in a

bin. The profile obtained can be thought of effectively as a
profile of the density of local tetrahedral bonding across the
interface. The lateral structural features of the system in the
xy planes parallel to the interface are quantified by two-
dimensional �2D� versions of the usual pair distribution func-
tion, g2D�r�, and structure factor S2D�k�. These two quantities
are computed for crystal layers �bilayers in the case of the
�111� interface� and liquid layers in the usual manner �Ref.
�24� for example�, except that only the x and y coordinates
are used in the computations. In other words, the layers are
treated as two-dimensional systems by projection onto the xy
plane. As described below, this analysis identifies pro-
nounced structural short-range order within the interfacial
layers. To probe the dynamics of the order fluctuations in the
layers, we employ the autocorrelation function of the layer
structure factor, A�S2D; t�, which is computed in accordance
with its definition as the ensemble average Š�S2D�k ,0�
− �S2D�k����S2D�k , t�− �S2D�k���‹.

III. RESULTS AND DISCUSSION

A. Density and order parameter profiles

A closeup of the density profile at the interface, shown in
Fig. 7, makes clear the “bilayer” nature of the �111� planes in
the diamond-cubic crystal structure. It is also noticeable how
the two density peaks of a bilayer become slightly broader
and overlap more as the interface is approached. This broad-
ening is accompanied by an obvious reduction in the height
of the density peaks. The transition to the liquid phase is
marked by one last layer exhibiting remnants of a double
peak �layer C in Fig. 7�, with one well-defined peak and a
small secondary peak on the liquid side of the crystal-to-melt
transition. The density fluctuations in the liquid decay over a
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FIG. 6. Coarse-grained density profiles for the melt-crystal-melt
system with �111� interfaces: FIR method �solid line� and nonuni-
form bins �dashed line�.
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FIG. 7. Closeup of the fine-scale density profile n�z� in the
second interface region �crystal-melt� from Fig. 2 with five layers
marked by dashed line boundaries. The envelope of the density
peaks is sketched with a dashed line �long dashes�.
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span of several angstroms away from the interface �four
more “layers” can be easily identified after layer C�. Fitting
the dependence of the amplitude of density fluctuations ver-
sus coordinate z reveals an exponential decay toward the
bulk density of the melt with a decay length of approxi-
mately 0.29�0.02 nm.

The spatial extent of the interfacial region is commonly
expressed in terms of the 10-90 width of the coarse-grained
density profiles. The 10-90 width is defined as the distance
over which the density changes from nl−10% �nl−ns� to nl
−90% �n−ns� as the interface is traversed from the liquid
phase to the solid phase, where nl and ns refer to the bulk
liquid and solid number densities, respectively. For the aver-
age profile of Fig. 6 the 10-90 widths at the two individual
interfaces in the periodic simulation cell are essentially equal
�the difference is several times smaller than the bin size
3 pm�, as expected. Two fitting models are used at the inter-
faces to compute the 10-90 widths. One model approximates
the interface with a hyperbolic tangent function �c1
+c2 tanh�c3�z−c4��, where c1, c2, c3, and c4 are the fitting
parameters� while the second fit uses the error function �c1
+c2erf�c3�z−c4���. Both models yield excellent fits and
10-90 widths in very good agreement with each other:
0.687 nm for the hyperbolic tangent fit and 0.679 nm with
the error function model. It is instructive to compare this
value from the coarse-grained density profile with the width
of the envelope of the fine scale density profile, as sketched
in Fig. 7. Our estimate for the 10-90 width of the profile
formed by the local density peaks is only slightly below
1.1 nm, much larger than the 10-90 width of the coarse-
grained density profile. This result, that the coarse-grained
density shows a width appreciably smaller than the envelope
of the fine-scale density profile, is also found in related
analyses for hard-sphere and Lennard-Jones alloys �12,14�.

An important issue related to the analysis of the density
profiles of Fig. 6 is whether they are significantly affected by
the net interface motion associated with freezing and melting
fluctuations at the interfaces. We address this question by
pursuing an alternative averaging procedure to compute the
interface widths. The density profiles of individual snapshots
are analyzed by means identical to those applied to the av-
erage profile; the instantaneous fine density profiles are
coarse-grained with the FIR algorithm using the parameters
N=300 and �=106 determined above. The 10-90 widths cal-
culated for each coarse-grained profile are then averaged to
yield an estimate of the 10-90 width: 0.690�0.001 nm if
tanh functions are used for fitting the profiles and
0.681�0.001 nm when erf fits are employed. The very slight
difference between the latter widths and the widths obtained
from the average profile confirms the expectation that the
positions of the �111� interfaces show no significant fluctua-
tions due to melting and freezing. An equivalent way of mak-
ing the same point about the �111� interface is by analyzing
the distribution of the interface position, determined in the
process of fitting each coarse-grained configuration profile.
The standard deviation of the Gaussian distribution corre-
sponding to the �111� interface in Fig. 8 is 0.03 nm, about
one-tenth of the bilayer thickness.

In the case of the �100� crystal-melt interface, coarse-
graining of the fine scale profile with the FIR method and

with nonuniform bins yields consistent results once again, as
exhibited by Fig. 9. The parameters used for the FIR profile
are N=40 and �=14. The 10-90 width of the average density
profile is 0.834 nm �from erf fits at the interfaces�, signifi-
cantly larger than the 0.570�0.005 nm value obtained by
averaging the widths determined for the individual profiles
of each of the 23 500 configurations. The large difference is
clearly caused by the significant displacements of the crystal-
melt interface position during melting and freezing of atoms
at the interface. We check this result by computing the 10-90
width for a density profile that is averaged only over a very
small portion of the trajectory �100 configurations out of the
total of 23 500� that shows only small displacements of the
interfaces. The 10-90 width is roughly 0.56 nm, confirming
the result 0.570�0.005 nm from the analysis of instanta-
neous widths. The distribution of the average location of one
interface is plotted in Fig. 8 �open symbols�. In contrast with
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the �111� case, the distribution is broad and has yet to reach
a Gaussian shape, even after more than 23.5 ns. The standard
deviation is 0.23 nm, equivalent to 1.7 crystal layers.

Complementing the information provided by the density
profiles are the profiles of the order parameter defined in Eq.
�3�. Given the comparable orders of magnitude, it is conve-
nient to plot the order parameter profiles, both the fine-scale
and the coarse-grained profiles, with the corresponding den-
sity profiles. Figure 10�a� shows such a comparison between
the fine-scale profiles of the number density and the order
parameter across the �111� interface. For clarity, only a lim-
ited region around one crystal-melt interface is shown. In the
order-parameter profile the transition layer C exhibits again
two peaks, but they are sharply smaller than in the adjacent
layer of crystal. A direct comparison of the two coarse-
grained profiles is shown in Fig. 10�b�. The profiles are in-
verted, scaled, and shifted as needed to obtain the normalized
quantities �*�z� and n*�z� with values in the range �0,1�. The
figure shows how the degree of local tetrahedral order starts
to diminish as the interface is approached from the solid
phase even as the density continues to stay close to its bulk
value. The two profiles are shifted relative to each other by
0.2 nm but the difference between their widths is small: an
average width of 0.66 nm for the discriminator profile com-
pared to a 0.68 nm average of the widths computed above
for the density profile. A similar shift, slightly larger in mag-
nitude at 0.25 nm, is found between the density and local
order profiles at the �100� interface. The width of the order-
parameter profile in the �100� system is larger than the 10-90
width of the average density profile but by no more than

0.08–0.10 nm �estimates from the comparison of both the
full trajectory average profiles and profiles averaged over the
short 100 ps portion of the trajectory, as discussed in the
previous paragraph�. The observation that the coarse-grained
density profile and an order parameter profile can be dis-
placed relative to each other has also been made in a study of
the crystal-melt interface in a binary hard-sphere system
�25�. Furthermore, if an alternative order parameter, one
based on the layer structure factor described below, is used to
generate a coarse-grained order profile, a comparable shift
relative to the density profile is obtained once again.

B. Lateral ordering within interfacial layers

A more complete picture of the liquid and crystal struc-
ture at the interface requires a structural analysis of layers of
material within the xy plane �parallel to the interface plane�.
The layers of interest for one �111� interface are defined in
Fig. 7. The most interesting layer is layer C whose density
profile exhibits the double-peak nature of the crystal layers
but whose second density peak, closest to the melt, is dra-
matically reduced in magnitude. The starting point for the
analysis is the pair distribution function in the xy plane,
g2D�r�. For clarity, in Fig. 11 we compare first only the pair
distribution functions for layer C and the melt layer E. It is
seen that, while there is no long-range order in layer C, i.e.,
the g2D�r� function decays with distance, the short-range or-
der extends over large distances, well above 1 nm. Plotting
the difference between the pair distribution functions in the
two layers C and E explicitly �dotted line� makes apparent
the large correlation lengths for structural short-range order.
Furthermore, the ordering in g2D�r� of layer C matches ap-
proximately the long-range order in the neighboring crystal-
line layer B, as shown in Fig. 12. The type of pair distribu-
tion function that we find in layer C is consistent with a
system in which clusters of ordered material form and break
down in an otherwise liquidlike environment. However, it is
clear that a random distribution of such clusters within the
layer could not explain the very long range of the order seen
in g2D�r�. A crucial ingredient is the presence of the “sub-
strate,” the crystal bilayer B, which restricts the space that is
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favorable to the formation of ordered clusters. The effect of
this substrate on g2D�r� is then similar to that of an interac-
tion which favors distances between atoms that are commen-
surate with the translational periodicity of the substrate lat-
tice.

An alternative tool for analyzing the nature of crystalline
order in the interfacial layers is a two-dimensional Fourier
space representation of the layer structure. We present results
for the time-averaged two-dimensional structure factor
S2D�k� together with real space snapshots of the four layers
A, B, C, and D in Fig. 13. The structure factor plots are over
a range of wave vectors kx from −150�2
 /Lx to 150
�2
 /Lx and ky from −150�2
 /Ly to 150�2
 /Ly. The
transition from the ordered crystal phase to the liquid is dra-
matically illustrated by the structure factor of layer C, which
shows signs of the hexagonal symmetry of the crystalline
bilayer for small k values and a liquidlike isotropy at larger
k. All four layers exhibit first peaks �lowest wave vector k
amplitude peaks� at the six two-dimensional wave vectors
with magnitude G1=8
 / �a�6�=18.8 nm−1, where G1
= G2 is the amplitude of the two basis vectors of the 2D
reciprocal lattice associated with the hexagonal lattice of the
2D projected crystalline layers. The first peak �ring� of the
structure factor in the bulk liquid is shifted toward a larger
wave vector magnitude: 23.5 nm−1.

To visualize the nature of the ordering fluctuations dis-
cussed above, we present in Figs. 13 and 14 planar snapshots
of layers in the �111� interfacial region. In Fig. 14, three
snapshots of the layer C are shown, corresponding to three
configurations with increasing magnitude of the layer struc-
ture factor S2D�G1 , t� as follows: 7.1, slightly above the
time-averaged value 6.7, in snapshot �a�, 9.7 for configura-
tion �b�, and the maximum observed value 18.8 for snapshot
�c�. Configurations �b� and �c� highlight clearly the nature of
the crystalline fluctuations occurring in layer C. Large or-
dered clusters can be readily seen in both cases. The largest
cluster of Fig. 14�b� consists of approximately 60 atoms and
has a radius of gyration of 0.9 nm. In Fig. 14�c� there are as
many as 140 atoms in the ordered cluster and the radius of
gyration is 1.5 nm. Figure 14�a� presents the same snapshot
as Fig. 13: one can identify hexagonal cells with radii of
0.2 nm and slightly larger clusters of ordered atoms in sev-

eral areas of the projected snapshot, although these clusters
are relatively smaller and less clearly distinguished relative
to the snapshots �b� and �c�. This comparison of the three
snapshots of layer C, taken at different times, highlights the
fact that the structural order in this interfacial layer is highly
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FIG. 12. Two-dimensional pair distribution functions in the xy
plane for the layers C and B from Fig. 7.
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FIG. 13. �Color online� Projected snapshots of the layers A, B,
C, and D �left column� with the two-dimensional density type plots
of time-averaged structure factors �right column� for the corre-
sponding layers. The layers are labeled in Fig. 7. The range of k
vectors covered in the x and y directions is −150�2
 /Lx to 150
�2
 /Lx and −150�2
 /Ly to 150�2
 /Ly, respectively. For clar-
ity, the linear gray scale of the density plots for the structure factors
is restricted to a range of structure factors between 0.5 and 1.5.
Values outside this interval are represented by black if smaller than
0.5 and white if larger than 1.5. The disks representing the atoms in
the layer snapshots are colored in proportion to the local order
parameter of Eq. �3�: from blue �dark gray� for an order parameter
value of 1 to green �light gray� for a value of 0.
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dynamic with clusters forming and breaking up over the time
scale of the MD simulation.

To investigate the time scale for the ordering fluctuations,
we perform an analysis using the autocorrelation function of
the “first peak” structure factor S2D�G1 , t� of the interface
layers. For each configuration, S2D�k , t� is averaged over
three wave vectors related by the hexagonal symmetry of the
crystal layer structure: k1=24�2
 /Lyŷ, k2=20�2
 /Lxx̂
+12�2
 /Lyŷ, and k3=−20�2
 /Lxx̂+12�2
 /Lyŷ. The
structure factors computed in this manner represent a good
measure of the degree of translational order in the layers.
The results of Fig. 15 show a dramatic increase in the life-
time of order/disorder fluctuations in the two layers at the
boundary between melt and crystal, layers B and C, relative
to the lack of correlations longer than 1 ps in the adjacent
layers. Fitting the long time exponential decay of the auto-
correlation functions in layers B and C �for times longer than
5 ps� yields relaxation times of 27 and 16 ps, respectively.
The fluctuations are qualitatively different in the two layers:
layer B experiences mostly fluctuations representing a
“breakdown” �or defects� in its crystalline long-range order,
whereas the fluctuations in layer C represent enhanced crys-
talline short-range order.

IV. SUMMARY AND CONCLUSIONS

We have investigated structural and dynamic properties of
equilibrium crystal-melt interfaces in the Stillinger-Weber
model of silicon by means of molecular dynamics simula-
tions. The focus is on the �111� and �100� interfaces, which
are known to have qualitatively different structures: faceted
for �111� and rough for �100�. An important consequence of
this fundamental difference for the analysis of the simulation
is the presence of interface broadening due to melting and
freezing of atoms at the rough �100� interface, leading to
fluctuations of the interface position and an artificial “broad-
ening” of the interface. Therefore, the intrinsic width of the
�100� interface is probed by computing averages of instanta-
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FIG. 14. �Color online� Plan views of layer C in three different
snapshots of the �111� crystal-melt system. The three configurations
are presented in the order of increasing layer structure factor at the
first peak, S2D�G1 , t�: 7.1 for configuration �a�, 9.7 for �b�, and
18.8 for �c�. The coloring convention is the same as the one used for
the real space snapshots of Fig. 13.
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neous smoothed density profile widths. The broadening ef-
fect due to melting and freezing is shown to be absent for the
atomically flat �111� interface, as expected.

The intrinsic width of the �100� interface, defined as a
10-90 width of the coarse-grained density profile, is esti-
mated to equal 0.570�0.005 nm, or the width of approxi-
mately four crystal layers; we note that this width is signifi-
cantly smaller than the value determined directly from the
smoothed average density profile, without corrections for
broadening: 0.834 nm. The best estimate for the 10-90 width
of the smoothed density profile at the �111� interface is
0.681�0.001 nm, larger than the corresponding �100� width,
but only slightly larger than the width of two crystal bilayers
perpendicular to the �111� direction. The clear dependence of
the interface width on orientation is an important result for
building coarse-grained models of the crystal-melt interface.
The orientation dependence of the interface widths found
here, amounting to a roughly 20% anisotropy, stands in con-
trast to results obtained for fcc crystal-melt interfaces in the
hard-sphere model �12�, where the comparable anisotropy is
roughly an order of magnitude smaller, but matches the �111�
vs �100� anisotropy found in Lennard-Jones �14� systems.
However, the Lennard-Jones model results show a smaller
width for the �111� interface than for the �100� interface: 0.93
and 1.10 nm, respectively �from Ref. �14��.

The change in density taking place at the interface be-
tween the crystal and its melt is coupled with a change in the
degree of crystalline order. We attempt to quantify two types
of order: the local order around an atom in the diamond
cubic lattice, whose signature is the tetrahedral arrangement
of the four nearest neighbors, and the lateral translational
order, which can be found rigorously only in the crystal lay-
ers, but can show up over limited areas of other layers par-
allel to the plane of the interface. The lateral translational
order in the interfacial layers is measured both by a two-
dimensional pair distribution function and by the amplitudes
of the Fourier components of the two-dimensional atom den-
sity in the layer, the structure factor. Fine-scale and coarse-
grained profiles of the local order parameter are computed
and analyzed in the same manner as the number density pro-
files. For the �111� interface a very small difference is found
between the widths of the two types of profiles: the 10-90
width of the order parameter profile is just 0.02 nm smaller
than the width of the density profile. However, the two pro-
files are shifted by approximately 0.2 nm. The displacement
between the two profiles means that the local order in the

crystal is diminished before the density starts to increase
considerably towards the value it takes in the liquid phase,
or, equivalently, the decrease in the density of the melt as the
interface is approached from the bulk is not matched imme-
diately by a proportional increase in the local tetrahedral or-
dering of the atoms.

Pair distribution functions computed for the two-
dimensional projections of layers at the interface reveal the
unique nature of the transition layer between crystal and melt
�referred to as layer C above�. The long range structure of
g2D�r� in layer C is explained by the formation of ordered
clusters in registry with the underlying lattice of the crystal-
line substrate. The Fourier analysis of the same layers rein-
forces the special character of layer C. The two-dimensional
maps S2D�kx ,ky� of the structure factors show in clear terms
the presence of short range order with hexagonal symmetry
�consistent with the symmetry of the �111� planes in the dia-
mond cubic structure� in layer C and a virtually perfect iso-
tropic liquid in the next layer of melt. The time autocorrela-
tions of the instantaneous �configurational� structure factor
S2D�k , t� computed at the first peaks provide information
about the lifetime of the two-dimensional clusters formed in
layer C. A long-time exponential decay of the autocorrelation
functions is found, with a correlation time of 16 ps in layer C
and 27 ps in layer B. The correlation times are much shorter
in the adjacent layers �A and D�, where the decorrelations
take place over less than 1 ps, the time resolution for this
analysis. To summarize, the analysis of the structure within
the melt interfacial layers establishes the presence of large
crystalline clusters, with radii of gyration as high as
1–1.5 nm and lifetimes larger than 10 ps, in the crystal-melt
transition layer �layer C�. The results reinforce qualitative
arguments constructed in our earlier study of step growth
rates for �111� vicinal orientations �21�, where it was specu-
lated that the step kinetic coefficients are significantly en-
hanced by the order in the melt layer that lies on top of the
terrace provided by the growing crystal.
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